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Abstract

Decision making in nuclear emergencies heavily relies on the use of results from simulation models, either part of European decision support systems or specialized models that might be used for a particular purpose. So far, uncertainty handling is hardly supported in these mathematical models. Therefore, work package 6 of CONFIDENCE performed research on indicators that allow decision makers to better understand what the performance of different countermeasure strategies is and whether model results are appropriate to use under the given circumstances. Our work focused on two main areas, one related to “robustness” of countermeasure strategies, the other dealing with indicators quantifying the uncertainty in and reliability of results from simulation models in general. The first topic mainly focused on the concepts of robust decision options and robust recommendations in a Multi-Criteria Analysis framework. The second one focused on results from decision support systems and was based on a review performed by work package 1 of CONFIDENCE.
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1. General introduction

The attempt to address in a pluralistic way the complexity of nuclear accident preparedness and response management, has prompted multi-criteria decision aid (MCDA) as a promising methodological framework (French, 1996; Hämäläinen et al, 2000a and 2000b; Gelderman et al, 2005), particularly due to its added value in achieving a common understanding and clarification of the complex issues involved. As an appraisal tool, MCDA is deemed capable of handling complex multifactorial decision problems that affect several stakeholders where an equitable, inclusive and transparent decision process is sought (Gamper and Turcanu, 2015).

Following Stewart (2008), errors and biases occur at any of the different stages of MCDA. He points out that human judgement, data analysis and mathematical/computational processes, and the process as a whole needs to be robust, with respect to:

- External uncertainties, for instance uncertainties in the performance of a given alternative with respect to the different criteria;
- Internal uncertainties, related to the MCDA model parameters, e.g. such as weights or tradeoffs;
- Choice of the preference model, considering for instance the effect of particular value functions chosen to explicate the performance of decision alternatives on particular criteria;
- Proper identification of stakeholders, criteria and alternatives (see also Dey et al 2016).

External uncertainties derived from the other work packages of CONFIDENCE may encompass various types of uncertainties (French et al, 2017).

Presently, CONFIDENCE WP1 provides an ensemble of weather and source term combinations, each with a certain probability of occurrence. The corresponding impacts of possible countermeasure strategies with respect to different technical criteria (e.g. averted dose, waste generated) is then assessed using the model chains of the JRODOS system for each of these weather and source term combinations. In addition, decisions have to take into account also non-technical factors, that are also affected by uncertainties, but which are modelled outside the JRODOS system (e.g. stakeholder preferences).

This report is structured in two sections.

The first section of this document summarises different conceptualizations of robustness in the field of multi-criteria decision aid (MCDA), with the aim of proposing methodologies that can help evaluate the performance of different countermeasure strategies in the presence of uncertainty. This analysis is carried out in view of proposing indicators for the robustness of different countermeasure strategies, to be used in conjunction with the MCDA tool developed under CONFIDENCE WP6.

We explore robustness analysis approaches and concepts dealing with the various type of uncertainties outlined above, that could be used to define robustness indicators. Bouyssou et al (2006) point out the difference between stability and robustness of decisions in multi-criteria analysis. While both types of analyses are recommended, we focus in this report on the former. We follow here Bouyssou et al (2006) who define a robust decision alternative as one that is “relatively good for all (or almost all) the plausible sets of data and which does not imply too much risk” (pp. 367). Stability of a decision alternative implies that it maintains a similar level of performance in the presence of some perturbations of the data and/or model parameters (the “most plausible” ones) which were used to
assess the initial performance. Checks for stability usually involve a posteriori sensitivity analysis. For instance, Rios-Insua and French (1991) developed distance based tools for sensitivity analysis, which can be used to determine the smallest changes in model parameters necessary in order to change the ranking of the current optimal solution.

In contrast, the robustness approach will generally seek to incorporate uncertainty in an *a priori* manner such as to identify decision alternatives that are “good” for all or almost all admissible values of data and parameters. A robustness indicator could then be used to express how well a countermeasure strategy performs taking into account the various sources of uncertainty.

The **second section** of the report deals with indicators to support decision makers with information whether various data items (e.g. model or monitoring results) are appropriate to use in the various phases.

So far, uncertainty handling is hardly supported in the mathematical models involved in radiological consequence assessment. Therefore, work package 6 of CONFIDENCE performed research on indicators that allows decision makers to better understand the performance of models and if results are appropriate to use under the given circumstances.

These concepts will be further discussed in the frame of CONFIDENCE and developed depending on the review in workshops and stakeholder panels; the most promising concepts will be realized.
2. Evaluating the robustness of countermeasure strategies

2.1 Introduction

In optimisation and decision aid, the notion of robustness can be operationalised in different ways. Comprehensive overviews of the concept may be found in Dias (2007), Hites et al (2006), Bouyssou et al (2006).

In recent years, the concept of robustness in multi-criteria decision-aid has received increasing attention.

Lempert and Collins (2007) argue that “when uncertainty is well characterized, the cause-effect relationships well understood, and the values clear, the optimum expected utility approach demonstrably yields the best answer”, but “these conditions may not hold”. In such situations, there is a need for robustness analysis.

Bouyssou et al (2006) highlight however that robustness is not an objective concept since it is strongly dependent on the preferences of the decision-maker. A robust decision alternative may for instance be defined as one that is feasible in “most” (e.g. 95%) of the problem versions, “very good” (e.g. within 5% of the optimal value) in “many” versions and “not too bad” (e.g. among the 10% best feasible solutions) in the others (Bouyssou et al, 2006, pp. 374). Naturally, all these concepts may have different interpretations.

In strategic decisions involving sequential decision-making (Rosenhead et al, 1972), the robustness of a decision is a measure of flexibility, expressing the potential of a decision taken at a given moment to allow for achieving near-optimal states in the future.

Kouvelis and Yu (1997) defined robust solutions for discrete optimisation problems. An “absolute robust” solution exhibit the best “worst-case” behaviour, a “deviation robust” solution minimises the deviation from the best achievable performance relative to each problem version, while a “relative robust” solution minimises the % deviation from the best achievable performance in each problem version.
After Vincke (1999), a multi-criteria decision aid method is robust if the solutions derived from different admissible method-specific parameter sets do not contradict each other. In turn, a robust solution is one that is always near, or does not contradict solutions corresponding to other admissible parameter instances.

Roy and Bouyssou (1993) used the term “robust” to denote a result or conclusion that is not “clearly invalidated” for any parameter instance belonging to the domain of possible values for a decision model’s parameters (e.g. weights). Robustness analysis is then defined as the process of elaborating recommendations founded on robust conclusions (e.g. “alternative a has a better rank than alternative b” or “alternative a has the best rank”).

Certain types of sensitivity analysis can also be used to tackle robustness issues (French 2003). For instance, in probabilistic sensitivity analysis, uncertainty is modelled through probability distributions for model data and parameters (e.g. performance scores) and is propagated through the MCDA model with Monte Carlo simulations in order to derive rank distributions for the different alternatives (Broekhuizen et al, 2015).

Concerning robustness indicators, recent reviews from McPhail et al (2018) and Giuliani and Castelleti (2016) summarised a number of robustness metrics used in multi-criteria decision aid under deep uncertainty. Such metrics are based on expected level of performance (expected value) across a set of scenarios; the variation in the level of performance (variance, skew), deviation from scenario best (regret-base metrics); worst or best case performance (e.g. maximin); and the range of scenarios with acceptable performance (satisficing metrics). McPhail et al (2018) analyse in detail 11 such approaches and classify them depending on:

- the performance transformation value (e.g. none, regret from best decision alternative, Starr’s domain criterion);
- scenario subset (e.g. all, best case, worst case, worst half, worst case and best case, 90th percentile);
- robustness metric applied on the (possibly transformed) performance value (e.g. mean, weighted mean, kurtosis).

The former study points out that the choice of a robustness metric should depend on the decision-context (suitability of using absolute performance as a reference point), the decision-maker’s level of risk aversion and her/his “preference toward maximizing performance, minimizing variance, or some higher-order moment” (McPhail et al, 2018). Most rules analysed assumed high to moderate levels or risk aversion. In a nuclear accident decision context, the decision maker is likely to be inclined towards a prudent attitude, taking into account, to the extent possible, the negative implications of a potential decision. However, Giuliani and Castelleti (2016) emphasize that the risk attitude of decision-makers may evolve in time, depending on favourable or adverse events.

French (1998, pp. 46) analysed in detail four decision rules: Wald’s maximin return criterion (Wald, 1950), Hurwicz’s optimism-pessimism rule (Hurwicz, 1953), Savage’s minimax regret criterion (Savage, 1951) and Laplace’s principle of insufficient reason, pointing out that any such rules violates at least one of the principles for consistent choice. For instance, the maximin criterion, which associates to any decision alternative its worst-case performance, does not satisfy the principle of

---

1 Throughout this document a scenario will denote a problem version, characterised by a particular instance of model data and parameters (Hites et al, 2006).
independence with respect to an improvement (adding a constant term) in the performance of all alternatives in a given scenario.

The next sections in chapter 2 explore recent applications of the concept of robustness in MCDA academic literature, in order to propose definitions of robustness indicators that could help decision-makers to better understand the performance of various countermeasures in the presence of uncertainty in nuclear emergency management. Subsection 2.2 and 2.4 explain the review methodology, objectives and research questions, and the data collection, while subsection 2.4 summarizes the findings. Section 2.5 proposes some approaches to evaluate robustness that might be suitable for CONFIDENCE. Section 2.6 presents our conclusion and future work.

2.2. Review Methodology

An exploratory literature review was carried out following the first three steps of a systematic protocol (Van Solingen et al., 2002): 1) defining the research objectives and research questions, 2) identifying the search process (search terms, keywords and resources, 3) outlining the study selection procedure and the inclusion/ exclusion criteria, 4) outlining the study quality assessment, 5) defining the data extraction approach and 6) defining the synthesis of the extracted data.

This study aimed at exploring possible definitions of robustness that lend themselves to application in a nuclear emergency context, particularly the MCDA approach in CONFIDENCE. For this purpose we analysed academic literature reporting on recent applications of multi-criteria analysis. The work had two objectives:

- **Objective 1:** Exploring terms and definitions related to robustness in recent applications in the MCDA field.
- **Objective 2:** Identifying robustness approaches used in recent MCDA applications that can be useful for emergency planning and response and are compatible with the CONFIDENCE WP6 MCDA approach.

The research questions were formulated using a goal question metric approach (Kitchenham et al., 2009):

- **RQ1:** Which are the most common terms used in the context of decision robustness?
- **RQ2:** What are the different conceptualisations of robustness in recent applications of MCDA?
- **RQ3:** Which robustness approaches can be used to define robustness indicators that could be applied for emergency planning and response in CONFIDENCE?

2.3. Data Collection

An exploratory study was carried out of academic literature. In a first step, articles were collected in August 2017 using the online search platform LIMO of the library of the KU Leuven (Camps et al, 2017) and the following keywords: “Multi-Criteria Analysis” OR “Multi-Criteria Decision” AND “robustness”. While this might have led to omission of studies referring to “multi-attribute” or “multi-objective” and not include “multi-criteria”, it is sufficiently exhaustive to cover a broad range of applications. The search space included articles written in English language and published between the years 2007 and 2017. This search resulted in 43 articles for the keyword “Multi-Criteria Analysis” and 176 articles for “Multi-Criteria Decision”, resulting in a total of 219 articles. As the focus of this study was on identifying potential definitions or uses of the concept of robustness accounting for uncertainty in an a priori
rather than *a posteriori* manner, the articles that provided only local sensitivity analysis or did not formulate or refer to a conceptualisation of robustness were not considered for further analysis. This filtering process yielded a number of 51 remaining articles, which give a more or less clear definition on how robustness was interpreted and modelled. For each of the 51 articles we searched for: the MCDA method used, the approach to robustness, the software used to perform the analysis, and the application field of the study (see Table 1 for examples).

<table>
<thead>
<tr>
<th>Subfield</th>
<th>Definition</th>
<th>Method</th>
<th>Uncertainty Elicitation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Disaster management</td>
<td>A robust alternative is an alternative that is simultaneously good in most scenarios and not too risky in any single scenario (Comes et al, 2013)</td>
<td>MAUT</td>
<td>Stakeholders</td>
</tr>
<tr>
<td>Scenario planning</td>
<td>A robust alternative has a small relative regret (compared to the best achievable performance for each scenario) across a wide range of plausible futures (Durbach and Stewart, 2012b).</td>
<td>Scenario based approaches</td>
<td>Decision maker specified probabilities and variances</td>
</tr>
<tr>
<td>Aircraft selection</td>
<td>Robustness is the ability to withstand uncontrollable variations in production and usage, yet minimize potential losses due to uncertainties (Sun et al, 2011).</td>
<td>TOPSIS</td>
<td>Analyst specified probabilities</td>
</tr>
<tr>
<td>Environmental resources and water management</td>
<td>A robust decision is identified by aggregating the expected value and variance across a number of scenarios (Zarghami and Szidarovszky, 2009).</td>
<td>Stochastic and fuzzy approaches</td>
<td>Stakeholders</td>
</tr>
</tbody>
</table>

Table 1: Examples of the use of the concepts of robustness in recent literature on MCDA applications

For every study/article we extracted the following data items:

[A1] Author
[A2] Year
[A3] Title
[A4] Source
[A5] Venue
[A6] Keywords: {MCDA robustness, decision support robustness, robustness definition, robustness quantification, robust decision, robust emergency management}
[A7] Focus of the robustness research {the method, the solution, the conclusion}
[A8] Robustness definition
Deliverable <9.33>

[A9] Ways of measuring robustness
[A10] Primary references referring to robustness
[A11] Multi-criteria (decision) analysis / aid methods: {TOPSIS, AHP, ELECTRE, MAVT, etc...}
[A12] Software used
[A13] Application field
[A14] Type of uncertainty taken into consideration: {model parameter, data uncertainties, probability distributions, intervals, scenarios}
[A15] Elicitation of uncertainty information {analyst, stakeholders, expert, combination}

<table>
<thead>
<tr>
<th>Research question number</th>
<th>Relevant variables</th>
</tr>
</thead>
<tbody>
<tr>
<td>RQ1</td>
<td>[A6], [A7], [A14], [A15]</td>
</tr>
<tr>
<td>RQ2</td>
<td>[A8], [A9], [A10]</td>
</tr>
<tr>
<td>RQ3</td>
<td>[A8], [A9], [A11], [A13], [A15]</td>
</tr>
</tbody>
</table>

Table 2: The mapping between variables and research questions.

At the next subsequent stage, the articles that referred to methods other than the CONFIDENCE WP6 MCDA approach (MAUT/MAVT) were not analysed further, unless they provided conceptualisations of robustness that can be adapted to MAUT/MAVT.

In a second step, we extended the review with a number of articles identified through a search in the academic literature (journal articles) collected in May-June 2018 using the online search platform SCOPUS and the following keywords: (“Multi-Criteria” OR “Multi-Objective” OR “Multi-attribute”) AND (“robustness”) AND (“uncertainty”). Articles had to be published in 2007 or later and written in English language. The search space included articles written in English language and published between the years 2007 and 2018 in one of the following fields: Environment, Earth Sciences, Mathematics, Decision Sciences. This search resulted in 50 articles for the keyword “Multi-Criteria”, 6 articles for “Multi-Attribute” and 136 for “Multi-Objective”. Articles collected in this second stage were filtered based on their abstracts and the following criteria:

- The article addresses only internal uncertainties;
- The article used the term “robust” without indication of a proper development or for a very specific application that is not relevant to disaster management;
- The article uses concepts that are not foreseen in CONFIDENCE WP6, e.g. modelling of decision-maker’s preferences with fuzzy sets, or addressing a classification rather than ranking problem.

Instead of an exhaustive analysis of all the remaining, newly collected articles, we identified a number that bring something new compared to the previous literature search; these were considered for further analysis.

2.4 Review Summary

The articles reporting on conceptualisation or application of robustness analysis address one or both of the following issues: i) how to generate or select the relevant problem versions; and ii) how to evaluate the robustness of decision alternatives against the problem versions selected or generate.

i) Identifying robust decision alternatives
Agusdinata et al (2009) define robust policies through a rule similar to the minimisation of the maximum “regret”, whereby regret is calculated as the distance between a given policy and the maximum performance achievable in a particular circumstance. The farther the performance of a selected policy is from the maximum performance, the higher the regret values are (see also section 2.5.1).

Santos et al (2017) propose the use of semi-deviation below a benchmark to assess robustness of decision strategies, as this avoids labelling an alternative as low-risk when presenting low variability, and it allows specifying the a threshold below which the decision maker considers risk as unacceptable.

Comes et al (2011) present an approach to construct scenarios and develop Decision Maps to facilitate identification of robust decision options, understood as performing on average sufficiently well for a set of scenarios, or guaranteeing a minimum performance for all scenarios. A visual representation is used to display a graph of the performance of the different alternatives in the context of the scenario leading to worst, medium and best performance scenarios for each alternative. This presents the information to the decision maker in a cognitively smooth manner. Following Vincke (1999) and Hites et al (2006), Comes et al (2013) utilise in a more recent study a MAVT approach to identify robust alternatives as those that perform well under a number of scenarios used to model ‘what could go wrong?’. The robustness value of a decision alternative in MCDA is assessed by means of linear aggregation of performances corresponding to different scenarios methods. The approach is useful to shed light on different situations that need to be taken into consideration whether short term or long term.

Tom et al. (2018) identifies robust strategies among the Pareto optimal solutions by calculating the ratio between the scenario combinations for which the solution meets certain constraints and the total number of scenarios considered.

Durbach and Stewart (2012a) point out that when using scenarios with multi-criteria analysis “is how (or even whether) to compare and aggregate results from different scenarios”. They recommend that aggregation should use “swing” weights rather than scenario probabilities, since the set of scenarios does not constitute a complete probability space, or likelihoods, “because scenarios are incomplete descriptions”. They also argue that while the use of swing weights or probabilities has been criticized, the frequently encountered alternatives in scenario planning (e.g. worst performance or regret based) can in some cases be misleading.

Scholten et al (2014, 2015, 2017) use the term robust to refer to alternatives that perform consistently well over a number of scenarios developed in close consultation with stakeholders. In Scholten et al (2015) expected utility values are calculated based on probability distributions for attribute scores. In addition, they employed a comprehensive uncertainty analysis on preferences parameters (aggregation function, marginal value function curvature, utility function curvature, criteria weights) through a probabilistic description, in order to derive rank probability distributions for each decision alternative in each of a number of scenarios.

A large number of studies use uncertainty analysis on model parameters with Monte Carlo simulations to derive and / or visualise the probabilistic ranking of decision alternatives (Mendecka et al, 2017; Troldborg et al, 2014) and range of variation for each decision alternative (El Hanandeh et al, 2010). To avoid computationally intensive Monte Carlo simulations, Zucca et el (2008) assessed robustness with respect to criteria weights using a selected set of weights representing the points of view of different stakeholders.
Dalalah et al (2011) use a visual representation of the overall performance of different strategies depending on the values of a specific model parameter. This can help the decision-maker to assess the robustness of a solution in a qualitative way, but is however only applicable to varying one parameter at a time.

Zarghami and Szidarovszky (2009) assesses the robustness of an alternative, in the presence of uncertainty in the model data and parameters, as the difference between the expected value of the alternative and the product between the variance of its outcome and a coefficient modelling the risk attitude of the decision maker (see also 2.5.2). Instead of combing the two measures, Ligmann-Zielinska, A. and Jankowski (2014) evaluate as robust the options with high average outcome and low variance. Based on Vincze (1999), Montibeller et al (2006) define robust options as those close to the ideal performance in all scenarios. They use the deviation from the ideal performance as a measure of inter-scenario robustness. An interesting remark is that in their case study the decision makers preferred different weights for the two scenarios considered. Montibeller and Franco (2011) further define also inter-scenario risk, which represents the spread of values across different scenarios. They suggest that in practice, the most helpful way of supporting decision-makers’ choices has been a visual inspection of the performances of the different decision alternatives and the spreads of their performance, with a focus on inter-scenario robustness and inter-scenario risk.

The work of Zhou et al. (2018) follows a Gaussian processes for constrained regression to design optimization for uncertainty quantification in engineering products. The model is expressed by identifying the expected values for the different parameters and calculating the covariance of the different variables of interest, then modelling the observations through Gaussian regression. The solutions are categorised in three sets 1) feasible robust 2) feasible deterministic 3) design under consideration. The robustness of the solution is quantified using two indicators 1) objective robustness and 2) feasibility robustness where the authors define them as follows. Objective robustness requires that the variation is within the acceptable objective variation range, pre-specified by decision makers. Feasibility robustness requires that the constraints are not violated due to perturbation of the uncertain variables, even under a worst-scenario situation.

Lempert and Collins (2007) use three robustness approaches and compare the results with the optimal utility and the precautionary approach for a problem characterised by uncertainty probability distribution associated to potential outcomes. The first robustness approaches (Lempert et al, 2006) assumes trading of some optimal performance (expected regret for the distribution leading to smallest expected regret) for less sensitivity to assumptions (expected regret for the distribution leading to largest expected regret), in a manner similar to the Hurwicz optimism-pessimism rule (Hurwicz, 1953). The second approach looks at satisficing alternatives over a wide range of futures, whereas the third is inspired by Rosenhead’s idea of “keeping the options open”. Their study concludes that robust decision-making should be preferred over the optimal approach when their uncertainty is sufficiently deep and the decision alternatives sufficiently rich. They also argue that the robust decision-making approach captures the underlying concept of the precautionary principle.

Kassab (2011) employs the information gap theory to assess the robustness of decision alternatives in the presence of uncertainty in the goals and preferences of the stakeholders. The question of robustness is reformulated as: how wrong can the models and data be, without jeopardizing the quality of the outcome? (Regan et al, 2005) (see section 2.5.3).

Exploratory model based approaches are highly suitable for supporting robust planning with staked/deep levels of uncertainty (Weaver et al. 2013). The key design principles of robust decisions under adaptive policies is to develop flexible plans that can be adapted over time in response to the variability
of the uncertainty levels as a part of long term decision making. The inclusion of uncertainty in long term planning has resulted in the development of new model based approaches which include Dynamic Adaptive Policy pathways (Haasnoot et. al., 2013), Many-Objective Robust Decision Making (Hadka et al 2013, 2015) and robust decision making (Groves and Lempert 2007).

Korteling et al (2013) explored Info-Gap decision theory (see section 2.5.4) to evaluate all the uncertain parameters with the two trajectories that quantify robustness and opportuness, instead of randomly running a plethora of possible futures. The most robust decision alternative is the defined as one that delivers the same performance, (equal or better than the critical reward criteria), as other alternatives at higher levels of uncertainty. The most opportune alternative is the one that delivers the same performance, (equal or better than the minimum reward criteria), as other alternatives at lower levels of uncertainty.

Finally, Tarun et al (2011) use robustness expressed as insensitivity to the variation of the model inputs as a criterion in the MCDA analysis.

ii) Formulating robust recommendations

Angelo et al (2017) and Diaby and Goeree (2014) use the approach of Dias and Climaco (2000) for robustness analysis in order to calculate the maximal regret and the range of values that a decision alternative can take, in the presence of uncertainty in the criteria weights. This approach assumes that the set of acceptable criteria weights is described by a number of given linear constraints. Robust conclusions are identified as those compatible with this incomplete information on the weights provided by the decision makers (e.g. which options are dominated).

Schuwirth et al (2012) investigate the robustness of MCDA modelling assumptions by checking whether rank reversals occur in the presence of uncertainty in e.g. criteria weights or the shape of the utility function (risk neutral vs. risk averse), among others.

iii) Robust methods and models

Durbach and Stewart (2012b) compared the classical MAUT model with simplified models, e.g. quantile models (using the 5%, 50% and 95% quantiles) and scenario models (with different percentages of coverage). They refer to robustness in terms of accuracy (loss of utility) in the presence of assessment errors. Their results suggest that if analysts lack the resources to implement MAUT, a quantile model could be used instead, where the weight on the median is 0.63 and the remainder is shared between the extreme quantiles. They also draw attention that the use of scenarios has to done carefully in order to avoid important omissions, and that a scenario model, even if correctly applied, will lead to an outcome that is more different to MAUT than other simplified models.

Ali et al (2017) defined robustness as a subjective measure used to make "correct" predictions based on noisy data that might have missing values.

Norese and Carbone (2014) refer to ‘robust’ models that are able to “include and synthesize different knowledge elements, to be analysed, validated and improved both during the development process and in the future, and to propose reliable interpretations of the examined situation.”
2.5. Robustness indicators with potential application for CONFIDENCE WP6

2.5.1. Maximin indicator

The *maximin* indicator or Wald metric (Wald 1950) associates to any decision alternative $a$ its worst-case performance.

$$R(a) = \min \{ f(a, s) \mid s \text{ scenario} \},$$

where $f(a, s)$ is the performance of alternative $a$ under scenario $s$. A scenario $s$ denotes a plausible combination of model data and parameters.

This metric is associated with a pessimistic point of view as it assumes that the worst will happen. The decision option maximising $R$ corresponds to the absolute robust solution in the sense of Kouvelis and Yu (1997).

2.5.2. Regret-based indicator

If instead of maximising the worst-case performance, we aim at minimising the deviation from the best achievable performance under each scenario, we obtain the deviation robust solution (Kouvelis and Yu, 1997). The robustness of an alternative $a$ would then be assessed with Savage’s rule (Savage, 1951):

$$R(a) = \max_s \{ \max_b f(b, s) - f(a, s) \mid s \text{ scenario} \}$$

This represents a more realistic and less conservative point of view of the decision-maker, compared to maximin criterion.

2.5.3. Expected value based indicators

When external uncertainties are modelled in a probabilistic way, the robustness of a decision alternative $a$ could be also assessed on the basis of its expected value:

$$R(a) = E(a) = \int_s f(a, s) \cdot p(s) ds$$

where $p(s)$ is the probability of scenario $s$.

When the distribution $p$ is unknown, the arithmetic average could be used instead (Laplace’s principle of insufficient reason).

To take into account the risk attitude of the decision maker, Zarghami and Szidarovszky (2009) propose to include also the variance of performance:

$$R(a) = E(a) - \beta \cdot Var(a)$$

where $\beta$ is a positive weight showing the “importance of decreasing risk (variance) in comparison to maximizing the expected payoff”. The higher the risk aversion of the decision maker, the larger should be selected the value of $\beta$.

Walsh et al (2013) extending the work of Gluck et al. (2012) apply the expected value on the “functionality” of a decision alternative, instead of its performance, in order to quantify robustness. Functionality refers to the property whereby certain goals can be achieved in an acceptable time frame:

$$Functionality(a, s) = Success(a, s) - Failure(a, s)/T,$$
*Success* $(a, s)$ = probability (or rate) of success under scenario $s$, e.g. collective dose is kept below a certain threshold

*Failure* $(a, s)$ = probability (or rate) of failure under scenario $s$

T= tolerance (parameter set by decision-maker)

A negative functionality indicates that the system exceeds allowable risk, while a positive value of functionality indicates that the system remains safely within allowable risk.

The robustness of decision alternative $a$ can then be assessed as (Walsh et al, 2013):

$$ R(a) = E(Functionality(a)) = \int Functionality(a, s) \cdot p(s) ds $$
2.5.4. Info-Gap based indicator

Info Gap Decision Theory (IGDT) (Ben-Haim, 2006) was introduced to assist decision-making in the presence of severe knowledge gaps, when probabilistic models of uncertainty are unreliable, inappropriate, or unavailable.

Assume the expected utility model:

\[ E(a_i) = \sum p_i \cdot v_{ij} \]

assigning to each alternative \( a_i \) its expected utility, calculated on the basis of its performance \( v_{ij} \) under scenario \( s_i \), and the probability \( p_i \) of scenario \( s_i \).

When uncertainty in the probabilities and utilities may be represented by intervals of unknown size around each alternative, the information gap is defined as the fractional deviation from the nominal value. For instance, the information-gap model for utility uncertainty is the family of nested intervals given by:

\[ \frac{|v_{ij} - \overline{v}_{ij}|}{\overline{v}_{ij}} \leq \alpha \]

where \( \alpha \geq 0 \) is called the uncertainty horizon. In this model, the performance \( v_{ij} \) of alternative \( a_i \) varies from its nominal value \( \overline{v}_{ij} \) by no more than a fraction \( \alpha \).

The info-gap model for uncertain utilities is defined as (Regan et al, 2005):

\[ U_v(\alpha, \overline{v}) = \{ v \mid \max(0, (1 - \alpha) \cdot \overline{v}_{ij}) \leq v_{ij} \leq \min(1, (1 + \alpha) \cdot \overline{v}_{ij}), \forall i = 1 \ldots n; \forall j = 1 \ldots m \} \]

where \( n \) is the number of scenarios and \( m \) is the number of decision alternatives.

The same conceptualization can also be used to model uncertainties in the probability values \( p_i \), and the info-gap model for probabilities, taking into account the additional constraint that the sum of probability values adds up to 1.

The robustness of a decision alternative \( a_j \) is defined as:

\[ R(a_j, E_c) = \max \left\{ \alpha \mid \min_{v \in U_v(\alpha, \overline{v})} \min_{p \in U_p(\alpha, \overline{p})} E(a_j) \geq E_c \right\} \]

where \( E_c \) is a minimal acceptable level for the expected utility.

2.6. Conclusion for robustness indicators

Under deep uncertainty the decision makers in a radiological emergency face multiple challenges due to the absence of solid reliable information. As a result, there is a need to adopt policies and decision that can perform satisfactorily under a wide range of futures. Evaluating the level of robustness of a policy or decision alternative can support the decision maker in this task.

We proposed multiple approaches to quantify the robustness of decision options, that can adapted for use in CONFIDENCE and tested in stakeholder panels. The final aim of using robustness indicators is not to replace the MAUT with another decision rule, but to provide additional information allowing the decision maker to understand the potential impact of various decision options. It can be envisaged to use one or more robustness indicators, or even to add one of these as an additional criterion to the MAUT analysis.
Though robustness measures offer insight at a snapshot in time, there may be a need for approaches that are flexible enough and can evolve coherently as information becomes available and deep uncertainty declines. In that sense, the adaptive policy methodologies may offer a suitable approach (Kwakkel et al, 2016; Hasnoot et al, 2013). The current work focused on identifying robustness quantification approaches and the construction of robust policies. Adaptive visual policy maps (Hasnoot et al, 2013) can complement the information needed to understand the robustness of different decision options and to unload the decision makers from the cognitive task associated with memorizing the different consequences and time frames for the different policies. Applying visual quantitative approaches can offer a double check to ensure flexible robust policies especially under deep uncertainty.

Combining visual decision aids and quantitative robustness measures can help decision makers navigate multiple levels of deep uncertainty. Visualization of dynamic adaptive strategies can for instance offer an effective approach to identify and switch among robust policies to meet identified objectives. For our future work, visualization of uncertainty will be tackled as part of CONFIDENCE WP 6.2 where multiple cartographic techniques and approaches will be investigated to identify effective uncertainty visualization techniques. In addition, robustness calculation can be complemented with cartographic visualization approaches in order to simplify robustness and uncertainty communication to the decision makers. Future research can bring cartographic approaches to uncertainty visualization and robustness under radiological emergency scenarios. Our future work focuses on demonstrating the usage of robustness calculation based on the methods presented, in addition to exploring the use adaptive dynamic policies to radiological emergency scenarios.
3. Visualization of model results

3.1 Introduction

Decision making heavily relies on the use of results from simulation models, either part of a model chain in European decision support systems or specialized models that might be used for a particular purpose. So far, uncertainty handling is hardly supported in these mathematical models. As part of WP1 of CONFIDENCE, the uncertainties in early phase models, in particular atmospheric dispersion and dose models were analyzed. In addition, ensembles of meteorological forecast data will be used to describe the variability of the weather.

However, ensemble results might be difficult to interpret by the decision maker. Therefore, our aim is to develop indicators to categorise results of simulation models in decision support systems (JRODOS will be used as example) as appropriate, or not, for decision making in an evolving exposure situation. The indicator system is a visualization scheme that can be added to each result. For instance, dose assessments based on source term estimations in the very early phase are very uncertain but they become more reliable after days/weeks. In this respect, appropriateness considers mainly uncertainty of model endpoints in relation to uncertain input and not necessarily the quality of the model. However, the quality of the model as such has to be considered when defining indicators.

This indicators system should provide guidance on the use of results in the various phases of an emergency (see Figure 2).

![Figure 2 Phases of an emergency (NERIS SRA 2017)](image)

In the Urgency phase – often referred to as “Early” phase, decisions are based on consequence modelling using simulation tools and prognostic information about source term and weather data. However, decisions about urgent protective actions such as sheltering, evacuation and iodine prophylaxis are taken before the arrival of the plume to achieve the best possible efficiency (doses are minimal if evacuation is completed before plume arrival).

The Post-accident phase can be subdivided into a phase of transition to recovery and a long-term phase. In the transition phase, the measures initiated in the release phase will be revised and possibly lifting announced. In this phase, the use of monitoring is dominating over model calculations and prepares the basis for long term decisions.
The long-term recovery phase aims to return social and economic life on affected territories to normal conditions. Measures are based mainly on monitoring, however, predictions on the time dependent concentrations in feed- and foodstuffs are still important and require modelling. This is also true for decontamination as also here simulation models help to define best possible remediation strategies.

The visual representation of reliability (uncertainty) has to be self-explaining. In this respect, the “traffic light” colors that are widely used in risk communication (see e.g. Aven and Renn, 2010) might be a possible candidate for the display on screen and in the various result sheets (e.g. in risk communication: red signals intolerable, yellow tolerable and green acceptable). Cultural differences and colour blindness should be taken into account in further work.

Further possibility is to grey out results that might be not used for decision making in that particular phase. However, a general issue is the use of a particular endpoint in various phases of an emergency.

On the other hand, a good indicator might be derived on the basis of the simulation results. For example concentrations in feed- and foodstuffs based on monitoring information might be more reliable compared to results based on initial concentrations from atmospheric dispersion calculations. All this is discussed in the following chapters of this report.

The indicator system proposed will be implemented into the JRODOS system as well as in other simulation and representations systems and demonstrated in at least one of the stakeholder sessions of CONFIDENCE WP6. Based on the feedback, the approach will be revised and finally adapted.

This report concentrates on the early phase as here decisions on early phase countermeasures have to be taken with highest uncertainty.

3.2 Key uncertain parameters and associated endpoints

In deliverable D9.1 of the CONFIDENCE project, guidelines describing atmospheric dispersion modelling uncertainties were developed (Mathieu and Korsakissok, 2018). From these guidelines, the key parameters related to atmospheric dispersion. Ensembles of meteorological forecast information as well as of source terms may also play an important role in generating indicators. For example the spread of the weather data might be an indicator about the quality of the prognosis and the stability of the weather conditions.

The indicator system proposed will not account for sensitivities of internal model parameters as this will exceed the intention of this indicator system. More important is the indication if a particular model is suitable for a given purpose.
3.2.1 Atmospheric dispersion and deposition

Mathieu and Korsakissok (2018) rank the following parameters for atmospheric dispersion models as most important.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Uncertainty/Effect</th>
<th>Rank</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wind direction</td>
<td>• Direction changes can result in large impacts on the dispersion results as a moderate change in direction can significantly alter air concentrations.</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>• The timing of the wind direction change is important when combined with the timing of changes in the release rate.</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• The importance of wind direction to the response may depend on the phase of the response or the countermeasures taken. For example, if the countermeasures involve evacuating everybody within 5km of the nuclear power plant then wind direction will not impact this countermeasure.</td>
<td></td>
</tr>
<tr>
<td>Stability</td>
<td>The stability may be very important for certain types of release (e.g. an elevated release) and in the vicinity of the source. Stability may also be more important for some model configurations than others.</td>
<td>1 (early phase)</td>
</tr>
<tr>
<td>Precipitation</td>
<td></td>
<td>2</td>
</tr>
<tr>
<td>Wind speed</td>
<td>Wind speed is moderately important to dispersion calculations</td>
<td>3</td>
</tr>
<tr>
<td>Mixed layer depth</td>
<td>The importance of the mixed layer depth depends on the situation and the meteorology. For example, if the plume is entirely within the mixed-layer then the mixed-layer depth is not important but if the plume is likely to be fumigated into the mixed-layer then the timing of the mixed-layer depth change can be very important.</td>
<td>4</td>
</tr>
</tbody>
</table>

Table 3 Rank of the sensitivity of dispersion models to input meteorological variables from Mathieu and Korsakissok, 2018

Based on Table 3, results linked to wind direction (all dispersion calculations) and precipitation (wet deposition) have to be considered.

As mentioned before, ensembles are used to represent uncertainties in the atmospheric dispersion and deposition models. Therefore, the widespread of ensemble results might be a further indication if results are suitable for decision making at that stage.

Source terms in the threat or release phase are highly uncertain if not monitored via the stack. As long as the release is monitored via the stack, source term information can be directly transferred to simulation models. However, releases via stack are typically much lower compared to releases from buildings resulting from a core melt. Assessments in Germany clearly indicated that areas for early countermeasures for venting or filtered venting source terms are much smaller than those from releases following a core melt (Walter et al. 2015).
Dispersion models of different complexity, e.g. Gaussian and Lagrangian particle type, have different modelling capabilities, however, it is difficult to judge which results are preferable. There is one clear exception and this is changing wind direction with height and complex terrain. Under these conditions, Lagrangian particle models are favored against Gaussian type approaches.

In general, usage of simulation models has intrinsic uncertainties but just listing them does not help decision makers to find appropriate answers. Therefore, other model parameters such as Precipitation, scavenging coefficients, dry deposition velocity, surface resistance, particle size distribution, vertical diffusion parameters, horizontal diffusion parameters were not taken into account for the indicator system.

3.2.2 Dose estimation and countermeasure areas
Doses are typically calculated by multiplying a concentration value (either from simulation or monitoring) by a dose conversion factor (DCF) and further parameters such as breathing rate for the inhalation dose or shielding factors when looking in particular for external doses.

Dose estimations contain a second layer of uncertainty with their internal parameters such as the DCF and other input parameters such as the shielding and breathing rates. In particular the shielding parameter is highly uncertain and is typically derived from population density data (JRODOS) or set to mean values representing a particular environment (e.g. rural or urban).

Areas for countermeasures are one of the most important endpoints for decision making in the early phase. Investigations with different dispersion models in JRODOS (Gaussian and Lagrangian particle type) indicated that even if concentrations differ, areas for countermeasures differed less. This might be the result of a yes or no decision if a particular dose limit is exceeded or not.

3.2.3 Food chain modelling
Parametrisations of food chain models are not discussed here. We also no include particular diets in our assessment, even if they are available in the models. In general, dietary information is difficult to judge as people might change them following an accident. However, key radionuclides such as iodine, cesium and strontium are surely investigated in more details compared to those that were not so prominent in past accidents. Therefore, we propose only to indicate if the results are based on input from simulation models or based on monitoring information. If the latter is the case, results should be indicated as more reliable.

3.2.4 Inhabited area modelling
Similar to foodchain modelling, we only consider the input data as important and distinguish between user-defined input, input based on monitoring and input from atmospheric dispersion simulations; the latter one has to be characterized as most uncertain.

3.2.5 Aquatic modelling
Aquatic modelling is less advanced compared to atmospheric dispersion. Even if after Fukushima a lot of effort was devoted to improve modelling, in particular in the marine environment (e.g. PREPARE and COMET projects), gaps still exist (J. Vives i Batlle et al., 2018 and T. Duranova et al., 2016).

In general, surface run-off is the most demanding task and results are most uncertain for particular events. In the longer term when interested in averages over months or years, results become more reliable (e.g. MOIRA suite for long-term behavior in catchments). Based on experience with the Hydrological Model chain (HDM) of JRODOS, uncertainty ranking is still difficult and requires further exploration.
3.3 Important endpoints for decision making in the various phases

3.3.1 Threat and release phase

Decisions are typically based on doses (particular criterion is exceeded in areas for protective measures) and concentration levels (activity in foodstuffs and cloud for identifying the arrival of the main activity).

At present, source term reconstruction based on monitoring information and dispersion simulation (part of PREPARE project, see Duranova et al, 2016) and assimilation of concentration in foodchain (CONFIDENCE) has been studied or the work is under way. Results based on these two approaches might also result in better performance, however not necessarily of similar quality as based on monitoring.

3.3.2 Transition and recovery phases

Monitoring becomes more and more important in the longer-term assessments. In this respect, as soon as results of simulations, e.g. foodchain, are based on monitoring, their performance should be higher compared to results based on dispersion models. Data assimilation at this stage helps to improve monitoring in areas where no monitoring information exists but only modelling, and thus should be indicated with the same quality factor as monitoring alone.
3.4 Indicators for the adequacy of particular data as a basis for decision-making

The indicators proposed in the following are a first attempt and have to be discussed in the panels of CONFIDENCE WP6 and decision makers as well as experts in future. One should also be aware that a too detailed subdivision of indicators might be hard to argue as this would require details about all simulation models and their parameters used that are difficult to obtain. Nevertheless, this might be a topic for further research. One could imagine also five colors with green/yellow mark indicating the transition between green and yellow and yellow/red mark indicating the transition between yellow and red. Both schemes are used for the following tables. The red color should indicate that the results should be taken with care and only used if no other alternatives with yellow or green are available. In general, result are preferred in this order of colors green → yellow → red. The colors themselves might change, but a particular order is important.

<table>
<thead>
<tr>
<th>Endpoint</th>
<th>Early phase (pre-release and release)</th>
<th>Early phase based on ensemble modelling</th>
<th>Early phase based on data assimilation (food and source term)</th>
<th>Transition phase</th>
<th>Long-term recovery phase</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dose maps</td>
<td>red</td>
<td>yellow</td>
<td>yellow</td>
<td>yellow</td>
<td>green</td>
</tr>
<tr>
<td>Dose rate maps</td>
<td>red</td>
<td>yellow</td>
<td>yellow</td>
<td>yellow</td>
<td>green</td>
</tr>
<tr>
<td>Countermeasure areas</td>
<td>red</td>
<td>yellow</td>
<td>yellow</td>
<td>yellow</td>
<td>green</td>
</tr>
<tr>
<td>Plume arrival time</td>
<td>red</td>
<td>yellow</td>
<td>yellow</td>
<td>n.a.</td>
<td>n.a.</td>
</tr>
<tr>
<td>Concentration in feed and foodstuffs</td>
<td>red</td>
<td>yellow</td>
<td>yellow</td>
<td>yellow</td>
<td>green</td>
</tr>
<tr>
<td>Concentration in rivers from run-off</td>
<td>red</td>
<td>n.a.</td>
<td>n.a.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Concentration in rivers from direct release</td>
<td>red</td>
<td>n.a.</td>
<td>n.a.</td>
<td></td>
<td>yellow</td>
</tr>
<tr>
<td>Concentration in lakes and reservoirs</td>
<td>red</td>
<td>n.a.</td>
<td>n.a.</td>
<td></td>
<td>yellow</td>
</tr>
<tr>
<td>Concentration in marine food products</td>
<td>red</td>
<td>n.a.</td>
<td>n.a.</td>
<td></td>
<td>yellow</td>
</tr>
<tr>
<td>Inhabited area countermeasures</td>
<td>red</td>
<td>yellow</td>
<td>yellow</td>
<td>yellow</td>
<td>green</td>
</tr>
<tr>
<td>Food countermeasures</td>
<td>red</td>
<td>yellow</td>
<td>yellow</td>
<td>yellow</td>
<td>green</td>
</tr>
</tbody>
</table>

Table 4: indicator system based on three colours
<table>
<thead>
<tr>
<th>Endpoint</th>
<th>Early phase (pre-release and release)</th>
<th>Early phase based on ensemble modelling*</th>
<th>Early phase based on data assimilation (food and source term) **</th>
<th>Transition phase</th>
<th>Long-term recovery phase</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dose maps</td>
<td>red</td>
<td>yellow</td>
<td>Yellow/red</td>
<td>yellow</td>
<td>green</td>
</tr>
<tr>
<td>Dose rate maps</td>
<td>red</td>
<td>yellow</td>
<td>Yellow/red</td>
<td>yellow</td>
<td>green</td>
</tr>
<tr>
<td>Countermeasure areas</td>
<td>Yellow/red</td>
<td>yellow</td>
<td>Yellow/red</td>
<td>yellow</td>
<td>green</td>
</tr>
<tr>
<td>Plume arrival time</td>
<td>Yellow/red</td>
<td>yellow</td>
<td>n.a.</td>
<td>n.a.</td>
<td>n.a.</td>
</tr>
<tr>
<td>Concentration in feed and foodstuffs</td>
<td>red</td>
<td>yellow</td>
<td>Yellow/green</td>
<td>yellow</td>
<td>green</td>
</tr>
<tr>
<td>Concentration in rivers from run-off</td>
<td>red</td>
<td>n.a.</td>
<td>n.a.</td>
<td>yellow</td>
<td></td>
</tr>
<tr>
<td>Concentration in rivers from direct release</td>
<td>Yellow/red</td>
<td>n.a.</td>
<td>n.a.</td>
<td>yellow</td>
<td>yellow</td>
</tr>
<tr>
<td>Concentration in lakes and reservoirs</td>
<td>red</td>
<td>n.a.</td>
<td>n.a.</td>
<td>yellow</td>
<td>yellow</td>
</tr>
<tr>
<td>Concentration in marine food products</td>
<td>red</td>
<td>n.a.</td>
<td>n.a.</td>
<td>yellow</td>
<td>yellow</td>
</tr>
<tr>
<td>Inhabited area countermeasures</td>
<td>red</td>
<td>yellow</td>
<td>yellow</td>
<td>yellow</td>
<td>green</td>
</tr>
<tr>
<td>Food countermeasures</td>
<td>red</td>
<td>yellow</td>
<td>yellow</td>
<td>yellow</td>
<td>green</td>
</tr>
</tbody>
</table>

Table 5: Indicator system based on five colours (* indicates that performance should be increased if ensembles are very close; ** as long as release is ongoing assimilation of source term is uncertain)

Indicators will be integrated into example results of JRODOS and other simulation models. In each of the relevant map results, an additional icon will be introduced. For example for the “yellow/red” indicator, the following might be used. Possibly a heading indicating the purpose of the characterization is also necessary. Once these indicators are implemented, they will be used in CONFIDENCE WP6 panels to be discussed with experts and decision makers. At present, two panels are planned for this. Following the discussion in the consortium, the color code will be further analysed. In addition, dyschromatopsia (red-green problem) and black and white issues will be further investigated. However, once the technical basis is defined, the color code can be changed easily according to the request of the end users.
3.5 Conclusions for visualization
The review on uncertainty indicators demonstrated, that such a characterization of results from simulation models is not straightforward. Detailed and specialized characterization of endpoints is difficult as the uncertainties of input data and internal model parameters are large. Therefore, only the characterization of result classes in the time frame of an ongoing emergency is proposed. Generally, one can state that performance of models might be better in the later phase as input parameters are more or less validated. Further to this, also the issue of ensemble simulation might show the range of applicability of model results and might receive therefore a higher rank.

Important is now to demonstrate these approaches in real applications to ask for advice from experts, in particular from the various panels of CONFIDENCE. This will be done on one hand side within JRODOS but also in other GIS-based tools.
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